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LAB 7: NETWORKING ANOMALIES 
 

 
 

 

 

EXECUTIVE SUMMARY 

 

In this lab, we were presented with more packet capture files to analyze. Keeping with 

some of the previous labs, we were asked to identify activity within the trace that could be 

considered malicious by providing a suspect IP address and packet range. Unlike previous labs, 

however, we were not asked to identify which type of malicious activity was present in the 

capture. This isn’t to say that we excluded the malicious activity type from consideration as part 

of our analysis, though. For example, one of the first things we noticed in the 

workstation.pcap file was a large number of SYN packets initiated by the same IP address. 

All of these packets were headed to the same destination IP address, but with different port 

numbers. Based on this information, we determined that a port scan was occurring. Knowing (or 

making an informed guess) at the malicious activity type helped us assess whether our suspect IP 
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address/packet range made sense in the context of all available information, and it gave us an 

idea of what we might expect when analyzing the next trace file. Combined with high-level 

information (like conversations and endpoint statistics; i.e., “how many conversations are 

happening, what ports, protocols, and IP addresses are they associated with?”), this allowed us to 

identify suspicious activity with relative speed. 

Our recommendations also remain in line with previous labs. The company should 

implement an automated monitoring system with intrusion detection/prevention capabilities. 

Some types of malicious activity (the suspected port scan is a prime example) would be 

relatively easy to detect automatically, and it’s probably not feasible in the long run to analyze 

every occurrence. 

 

 

CHAT LOGS 
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APPROACH, STEPS, & ACTIONS TAKEN 

 

To begin, we took a look at the prodjoomla.pcap file and decided to head straight to 

the conversations tab to see if any IPs jumped out at as. After comparing it with the network 

map, we noticed that one of the IPs (172.31.2.219) was an external IP, which raised a few red 

flags for us. 

 

We decided to add this IP as a display filter so we could see what activity was associated 

with it in the trace file. We used the ip.addr == 172.31.2.219 as our display filter, which led 

to a series of TCP SYN packets being sent from the malicious IP to 172.16.10.100. This led us 

to believe that either port scanning or a SYN flood attack was occurring. 

 

Next, we took a look at the workstation.pcap file, where we employed the same 

strategy of going straight to the conversations screen to see if anything jumped out. We found the 

exact same malicious IP, so we applied the same display filter and began looking through the 

packets. After looking at the malicious packets, we determined that the malicious IP was most 
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likely port scanning the target 172.16.20.60, as a series of SYN packets were being sent to 

many different ports. 

 

Finally, we moved onto the fileshare.pcap file. We applied the same display filter as 

the previous two files and began digging. The beginning of the trace is filled with TCP SYN 

packets being sent from the malicious IP to a number of different ports on the target machine, but 

this changes later into the capture. It appears that an SSH connection began between the 

malicious IP and the target machine, however, this was all we were able to determine when 

looking at the trace. 
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ANSWERS SUBMITTED 

 

 
 

 

 

CONCLUSIONS & RECOMMENDED ACTION(S) 

 

We were able to quickly draw our conclusion on which IP was malicious after using the 

strategy that we described. Because it was the only external IP listen in the conversations screen, 

we were able to locate malicious activity much faster than in previous weeks. Our 

recommendation for the company to install an automated detection/prevention system to track 

and prevent attacks while they’re happening rather than analyzing network traffic after the fact. 
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LAB 9: LENGTHY LOGS ATTACK ANALYSIS 
 

 
 

 

 

EXECUTIVE SUMMARY 

 

In this scenario, we are told that multiple users are experiencing an issue with logging 

into a WordPress site and that we need to look through the site’s database logs and backup to 

find the root cause of these problems. Our first step is to find the most recent log file and do an 

initial search for anything that is obviously out-of-place. After that, the plan is to move the files 

to the Security-Desk system and analyze them there, hopefully finding evidence of tables being 

changed via commands like INSERT, DROP, UPDATE, or DELETE. 

Following this procedure, we located what we believe is anomalous activity in the 

database log file that involves several user accounts. Based on our understanding of the SQL log 

and database backup files, it appears that at least four accounts were modified or deleted. We 

would recommend that the company take steps to harden their database and WordPress site, 

which ideally will mitigate or prevent future tampering. 
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CHAT LOGS 
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APPROACH, STEPS, & ACTIONS TAKEN 

 

Our first step was to orient ourselves to the situation by reviewing all of the provided 

information (meeting notes, documentation, network map, and incident response form). This 

ensured that we understood what we were being asked to find. When we felt ready, we began our 

analysis by finding, copying, and then opening the mysql.log file on the Database system. We 

quickly realized that the notepad would not be a good tool to use for analyzing this log, so we 

pulled the file to the Kali system and performed all of our analysis there. 

 

Knowing that we were looking for evidence of user account tempering in a database log 

file, we came up with some grep patterns that could help us locate the relevant information in 

the file. We began with a basic grep user mysql.log command and scrolled through the 

output to look for anything interesting that involved a user account being changed. It was 

possible to glean some information about the database structure based on the fog file. For 

example, a logged SELECT * FROM wp_users WHERE user_login = ‘admin’ LIMIT 1 

query told us that there is probably a table called wp_users that scores account information in 

the database. To look for evidence of user account tampering (i.e., changes to the wp_users 

table), we used cat mysql.log | grep -v SELECT | grep -n wp_users. Immediately, we 

could see that four users were deleted from the table. 
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However, our searches of the log did not find the usernames that were associated with the 

ID numbers of the users that got deleted. Realizing that the mysql.log file might not have all of 

the information that we needed, we got a copy of the database backup file that the meeting notes 

mentioned. Once we had wordpress.sql, it was relatively easy to locate the usernames that 

were associated with the IDs that we found by searching for the wp_users table. 
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ANSWERS SUBMITTED 

 

 
 

We submitted playerone, takasaka, gbates, and admin as the user accounts that were 

tampered with. The remaining three answers in the form were given in the provided lab 

information. 

 

 

CONCLUSIONS & RECOMMENDED ACTION(S) 

 

Although we are not familiar enough with WordPress or databases to understand the 

activity precisely, we believe that what we found in the log is at least anomalous. Based on 

context provided in the meeting information, it was definitely unauthorized and unexpected. We 

recommend that the company harden their database and WordPress site to prevent/mitigate this 

kind of activity moving forward. 

In the mysql.log file, there were multiple lines referencing a connection by the 

playerone account. If the playerone account is reusing password123 as their password, then 

perhaps an unauthorized actor was able to leverage this to access the database. If the company 

chooses to restore their database from a backup (which it mentions are taken nightly), then it 

should ensure that the backup it restores is truly “clean” (i.e., doesn’t contain any previously-

undetected anomalous activity) before bringing the system fully up again. 
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LAB 11: DISASTROUS DNS DESTRUCTION 
 

 
 

 

 

EXECUTIVE SUMMARY 

 

In this scenario, we were asked to resolve a DNS issue caused by an insider threat. An 

employee had been fired due to incompetence and malicious activity, and in retaliation, this 

employee caused a DNS issue. Employees headed to google.com were instead sent to a strange 

“Thank you” page that initiated the download of a suspicious executable (FastCleanup.exe). 

We decided that a good initial approach would be to confirm the issue and then 

investigate further from there. After visiting the webpage to confirm the issue, we used the 

terminal to find the IP addresses of the webpage and our DNS server and then connected to those 

machines. The issue was fixed by removing FastCleanup.exe from the fileserver, hardening 

the DNS server, and clearing the DNS server’s cache. We recommend that the company ensures 

that their DNS server remains hardened, adequate backup/recovery procedures are in place, and 

that automatic alerts be configured to alert analysts about similar issues in the future. 
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CHAT LOGS 

 

 
 

 

 

APPROACH, STEPS, & ACTIONS TAKEN 

 

Our first step was to read through all of the provided information and make an 

appropriate plan of action. Because we were uncertain about the exact nature of the problem, we 

decided that a good initial step would be to confirm the issue and then investigate further from 

there. After confirming the issue, we stored the downloaded executable in the quarantine folder. 
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Next, we used the terminal to find the IP addresses of the organization’s DNS server and 

of the webpage that it resolved for google.com. 

 
 

 
 

From here, we connected to both machines to make the necessary changes. On the 

172.16.30.100 machine, we made a backup of the /var/www directory, and then deleted the 

entire contents of the original copy (sudo cp -r /var/www /var/www.bak and  

sudo rm -rf /var/www/*). On the 172.16.30.55 machine, we used the DNS tool in the 

Server Manager to make the necessary changes to the DNS server. We modified the server 

options to secure the cache against pollution and enabled DNSSEC validation (Action > 

Properties > Advanced tab > Check the relevant options). 

 
 

Next, we signed the prettysafeelectronics.io Forward Lookup Zone using the 

signing wizard with the default configuration options (expand Forward Lookup Zones > right-

click prettysafeelectronics.io > DNSSEC > Sign the Zone). Lastly, we cleared the DNS 

server’s cache (Action > Clear Cache) to complete the last lab check. 
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ANSWERS SUBMITTED 

 

 
 

 

 

CONCLUSIONS & RECOMMENDED ACTION(S) 

 

Although we completed the steps necessary to resolve the issue, we are still uncertain 

about the exact details of the problem. However, we believe that the technical reason for the 

DNS issue is likely related to cache pollution. For one, we did not find any explicit 

misconfigurations in the DNS server (as far as the records themselves go). This theory is also 

supported by the fact that the DNS issue was resolved after we enabled pollution protection and 

cleared the cache. 

As part of the lab, we were asked to fix the problem in such a way that it wouldn’t occur 

again. We have excluded those steps from this recommendations section to reduce redundancy in 

our report – however, for the sake of clarity, we do recommend that the DNS security settings we 

enabled be set. Apart from those security controls, we think it would be a good idea for the 

organization to have a backup and recovery plan/procedure for their DNS infrastructure. 

Depending on the nature of an incident, it might be easier to recover by restoring a backup or 

failing over to a backup DNS server. It might also be wise to have automatic checks in place for 

important or commonly accessed websites so that an analyst or administrator is alerted 

immediately when something isn’t being resolved correctly. 
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